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Abstract

How does the banking sector’s financial health affect bank-dependent borrowers’
performance? We use the exogenous shock to U.S. banking system during the Russian
crisis of Fall 1998 as a natural experiment to separate the effect of borrower’s demand
of credit from the bank’s ability to supply credit and estimate the effect of U.S. bank’s
financial health on the U.S. borrower’s stock-market performance. In an event window
of 16 days starting with the Russian sovereign-debt default and ending with the flight of
capital from Brazil, a period characterized with significant adverse shocks to the U.S.
banking sector and without any perceptible effect on the public-debt market, bank-
dependent firms earned significantly lower returns than firms with access to public-
debt market. These losses were more pronounced in bank-dependent firms with higher
growth opportunities and lower financial flexibility. About a month later when liquidity
conditions deteriorated in the public-debt market as well, return differential between
the bank-dependent and other firms became insignificant. Finally, we show that the
bank-dependent firms earned significantly higher returns around the FOMC meetings
in which Fed provided additional liquidity to the banking-system. Overall, we provide
strong causal evidence that negative shocks to banking sector adversely affect the bank-
dependent borrowers.
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1 Introduction

Does the banking sector’s financial health affect bank-dependent borrowers’ performance?
Using the Russian crisis of Fall 1998 as an exogenous negative shock to the US banking
sector, we analyze the effect of bank-health on borrower’s stock-market performance and
provide evidence that bank’s financial-health has significant valuation implications for bank-
dependent borrowers.! While a large theoretical literature (see Bernanke and Blinder (1988),
Holmstrom and Tirole (1997) and Stein (1998) for example) provide convincing arguments
in support of a causal relation between bank-health and firm-performance, empirical studies
face a major challenge in establishing this link due to the difficulty in separating the effect
of demand of credit by borrowers from the supply of credit by the banks. We attempt to fill
this gap in the literature. To the best of our knowledge this is the first paper that directly
investigates the U.S. borrower’s stock market performance when the U.S. banks face adverse

shocks in international markets.

In a frictionless market, if banks are unable to supply enough credit to their borrowers,
these borrowers can easily raise capital from other sources to meet the shortfall in their
demand of credit and bank’s supply of loans. However, frictions such as information
asymmetry and agency costs may limit their ability to substitute bank loans with other
sources of funds. A large literature in financial intermediation assumes the presence of
these frictions as the key rationale behind the existence of banks (e.g., see the survey
article by Gorton and Winton (2002) and James and Smith (2000)); when borrowers face
high information asymmetry, banks invest resources in developing relationships with their
borrowers enabling them to intermediate more efficiently.? In such an economy lack of funds
from banks results in suboptimal investment and working-capital management decisions

(such as foregoing positive NPV projects) by bank-dependent firms, leading to negative

1See Gatev, Schuermann and Strahan (2004) for further discussions on Russian Crisis of Fall 1998.
2See Petersen and Rajan (1994), Berger and Udell (1995) and Jiangli, Unal and Yom (2005) for evidence
that firms with close banking relationships enjoy preferential access to credit.



valuation consequences for these borrowers.?> Therefore, in a rational market bank-dependent
firm’s stock price should decline consequent to any unanticipated shock to the financial health
of the banking sector. Further as argued by Rajan (1992), bank-dependent firms may face
a hold-up problem due to the information monopoly of their bankers.* This in turn can

aggravate the adverse impact of bank-health on firm-performance.

Slovin, Sushka, and Polonchek (1993) document negative effects of Continental Illinois
Bank’s failure on the stock performance of the bank’s borrowers. Kang and Stulz (2000)
show that the bank-dependent borrowers experienced large negative returns following the
crisis in the Japanese banking sector in 1990-1993.> On the other hand, Ongena, Smith and
Michalsen (2003) find that the near-collapse of Norwegian banking system during 1988-1991

period had only small effects on the firms maintaining a relationship with the bank.

Empirical studies seeking to establish the causation of bank-health on firm-performance
face three major challenges. First, the positive correlation between bank-health and
borrower-performance can simply be an outcome of the borrower’s health affecting bank

performance and not the reverse (see, Fama (1980) and King and Plosser (1984)).% Second,

3It is important to note that the information and/or agency friction should affect both banks and
borrowers to produce this outcome. If these frictions only affect firms, then banks can raise enough money
from the external market to fund their borrower’s positive NPV project. However, due to the frictions faced
at the level of banks, a deterioration in bank-health can affect bank’s supply of loans through at least three
related channels: (i) there can be a direct reduction in loanable internal funds available with them; (ii) poor
bank health may limit their ability to raise external capital, which in turn can be lent to the borrowers; and
(iii) due to their lower risk-appetite (e.g., due to capital adequacy constraints), banks may be inclined to
change their asset-mix in favor of safer securities rather than making risky commercial and industrial (C&I)
loans.

4Santos and Winton (2005) provide supporting evidence by showing that bank dependent borrowers pay
a higher spread on their bank loans during recessions than firms with access to public debt market.

5In a related stream of literature, researchers have investigated the role of bank-lending channels in the
transmission of monetary policy shocks to the real economy. Empirical evidence presented by Bernanke and
Blinder (1992), Kashyap, Stein, and Wilcox (1993), Gertler and Gilchrist (1994) and Kashyap and Stein
(2000) among others broadly support the view that bank-dependent firms suffer adverse consequences when
the banking sector’s ability to supply loans decreases. See also Bernanke (1983). See Klingebiel, Kroszner
and Leaven (2006) for relation between banking crisis and industry growth.

SFor example, prior to the failure of Continental Illinois Bank, some of its key borrowers such as
International Harvesters and Nucorp Energy had experienced financial distress. Dahiya, Saunders, and
Srinivasan (2002) show that there is a significant negative wealth effect for the shareholders of the lead
bank when the borrowers of the bank experience distress. Their evidence is consistent with the notion that
borrowers’ health cause deterioration in the bank health.



there maybe some common economic shocks that affect the performance of both banking
sector and real economy resulting in an omitted variable problem. Finally, the negative
shocks to the banking sector such as the banking crisis in Japan or Norway are typically
spread over several months and years. There is a greater chance of deterioration or
improvement in the investment opportunity set of a borrower (and therefore the amount
of credit they demand) over a longer time period, which in turn makes the task of separating

the effect of firm-specific factors from bank-specific shocks more difficult.

In this paper we investigate the effect of bank-health on the stock-market performance
of bank-dependent firms using the Russian crisis of Fall 1998 as a natural laboratory. The
crisis started with the announcement of the Russian government’s intention to default on
their sovereign obligations on August 17, 1998. Subsequently, related events such as the
announcement of the suspension of ruble trading on August 28, 1998, and massive flight
of capital from Brazil on September 3, 1998, resulted in a severe financial crisis in the
United States during mid-August and early September of 1998. Many U.S. banks had
substantial exposure to these two countries exposing them to significant losses and liquidity
constraints during this short period. Kho, Lee, and Stulz (2000) show that U.S. bank stocks
experienced large negative returns during this period. Further, Gatev, Schuermann, and
Strahan (2004) show that the overall risk of banks measured by their daily return volatility

increased dramatically at the same time.

Consistent with stock market-based measures, our analysis of the bank’s quarterly
accounting statements show that during the crisis quarter banks made remarkably higher
loss provisions, cut their cash holdings, and experienced a decrease in their liquid assets
(see also FDIC’s quarterly banking report for the third quarter of 1998). We also directly

analyze the issuance of new bank-loans around the crisis-period using dealscan database.”

"We obtain the data on issuance of new loans from the Loan Pricing Corporation’s Dealscan database.
As compared to call reports, this database has two distinct advantages for our purpose. First, it allows us
to capture the incremental decisions of bank by focussing on sanctions of new loans. Second, it provides the
identity of the borrowers allowing us to conduct various firm-level analysis.



As compared to the six-month period before the crisis, in the six-month period after the
crisis both the number and dollar volume of new bank-loans dropped by about 24-27% for
all borrowers covered in the database. Thus, both market and accounting based measures
as well as loan issuance data indicate that the banking sector’s financial health was under
tremendous pressure in late August and early September resulting in decreased supply of
loans to the borrowers. In contrast, public debt markets seem to be functioning at relatively
normal levels as is evident by the modest levels of paper-bill spread - a broadly used measure
of overall liquidity situation in the economy (see Fig 1). Thus, this period presents a unique
setting where banks suffered huge losses resulting in a decrease in the supply of bank-loans

and at the same time public debt market was functioning at reasonable levels.

More important, the crisis started with a decision of the Russian government to default on
their sovereign obligations. This adverse shock to the U.S. banking sector was independent
of the financial health of bank-dependent borrowers in the U.S., providing us with a natural
laboratory to separate the effect of loan-supply from loan-demand. To remove any demand-
side impact, we exclude from our sample all firms that report business operations in either
Europe or South America during the crisis year.® Consistent with prior literature (such as
Kashyap, Lamont, and Stein (1994) and Faulkender and Petersen (2005)), we use the absence
of rated public debt as a proxy for the firm’s bank-dependence and investigate whether the
bank-dependent firms experience relatively large negative returns during the 16-day event-
window starting a day before the onset of the Russian crisis and ending a day after the flight

of capital from Brazil.

We find that the median (mean) bank-dependent firm earns 5.57% (4.82%) lower market-
model adjusted returns than firms with access to public market in the event window. After
controlling for key firm characteristics such as size, leverage, and market-to-book ratio, this
difference remains economically large and statistically significant at 2.16% (i.e., annualized

value loss of over 30% for the bank-dependent firms). We use the absence of CP rating

8Further, to control for any industry-specific unobservable shift in the investment opportunity set in
response to the crisis, we employ industry fixed-effects in all our regressions.
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as an additional measure of bank-dependence and find similar results with larger differences
across the two groups. To separate the effect of poor credit-quality from poor access to capital,
we also estimate our model with only those firms that rank in top 50% or 25% of credit-
worthiness based on Altman-Z score. In these sub-samples of relatively safer firms, bank
dependent firms earn about 4-7% lower return than firms with access to public debt market.
Thus our results are unlikely to be explained by poor credit-quality (i.e., flight-to-quality

effects) of bank-dependent borrowers.

Next, we extend our analysis in two directions by analyzing the impact of (a) requirement
of funds and (b) potential availability of other sources of funds on stock market’s reaction to
bank-dependent borrowers. If bank-health affects borrower’s performance then the impact
of bank-health should be more severe for bank-dependent firms that need funds in the
near future. Consistent with this hypothesis, we find that negative returns are mainly
concentrated in bank-dependent firms with higher market-to-book ratio and higher R&D
expenses - our proxies for the cost of sub-optimal investment decisions due to the lack of
funds. On the other hand, if bank-dependent firms have financial flexibility that reduces
their reliance on banks, we expect to observe less severe effect in the stock markets. We
use a proxy of financial flexibility that is related to the borrower’s unpledged collateral i.e.,
collateral available for future borrowing. When information asymmetry between the lenders
and the borrowers lead to credit-rationing, borrowers with higher collateral can obtain funds
more easily providing them with higher financial flexibility (e.g., see Bester’s (1985) extension
of Stiglitz and Weiss (1981)). We find significant evidence that bank-dependent firms with

higher unpledged assets perform better than their counterparts.

To lend further support to our main argument that access to capital, not a omitted risk
factor, is the primary driver of the return differences between bank dependent firms and
firms with access to public debt markets, we analyze the stock returns of these two groups

of firms during Oct 5, 1998, to Oct 19, 1998 - a period during which public debt markets



experienced a crisis as well.” As seen in figure 1, CP-bill spread increased significantly
during this fortnight of October, 1998. Thus unlike our event period of late August and
early September, during this period availability of external credit was constrained for all
firms - bank-dependent or not. Firms with access to CP market also had to rely on banks by
drawing on their bank backup lines of credit. Second, Gatev et al. (2004) show that banks
experienced larger inflow of transaction deposits during this period. Given this large inflow
of funds to banking sector and tightness in the public debt market, we hypothesize that the
return differential across bank-dependent and other firms should narrow, if not completely
disappear, during this fortnight of October 1998. Our findings support this hypothesis -
bank-dependent firms do not earn statistically lower returns than firms with access to public

debt-market during this period.

Finally, we analyze the returns of these two groups of firms around FOMC meetings in
Fall, 1998. There were two important meetings in September and October of that year in
which Fed provided liquidity support to the banking-sector. If lacks of funds from bank were a
driving force behind the initial negative returns of bank-dependent firms, we expect to find a
positive response from the market around these meetings. On September 29, 1998 the Federal
Reserve Bank cut the Fed Funds rate by 25 basis points, which was largely expected by the
market. Subsequently on October 15, in a largely unanticipated move Fed Funds rate was
decreased by 25 basis points. The discount lending rate was also cut by the same magnitude
in the October meeting. We find that bank-dependent firms earn significantly higher returns
than firms with access to the public debt-market around these meetings, especially around
the October 15 meeting. This finding lends further support to our argument, in a reverse
setting, that the market value of bank-dependent firms significantly depends on the financial

health of banking-sector and its ability to supply loans to borrowers.

We perform a variety of tests to check the econometric robustness of our results. It is

likely that a firm’s decision to remain bank-dependent is an outcome of an optimization

9Gatev et al. (2004) focus on this period in their study of the bank’s ability to hedge against economy-wide
liquidity shock as proposed by Kashyap, Rajan, and Stein (2002).



problem unobservable to the empiricist. To account for these self-selection biases, we model
bank-dependence in a treatment effect framework (see Maddala (1983)) and find that our
results become much stronger as compared to the OLS regression results. In this model,
bank-dependent firms earn lower returns of almost 9% as compared to firms with public
debt access. Next, we show that our results are robust to various assumptions regarding the
correlation structure of error terms in regression models (such as industry-clustered errors
and bootstrapped estimation). Our results are also robust to alternative event windows,
methods of computing return (such as Scholes-Williams market-model based abnormal
returns), proxies for bank-dependence (lack of rated debt or CP rating) and industry controls

(2 or 3 digit SIC codes or Fama-French industry classification).

Our paper is related to Peek and Rosengren (2000), Ashcraft (2003), Khwaja and Mian
(2005) and Paravisini (2005) that employ clever ways to separate loan demand from loan
supply. Ashcraft (2003) and Peek and Rosengren (2000) study the real effects of deterioration
in bank-health. Ashcraft uses the FDIC-induced failures of healthy banks as a natural
experiment to study the impact of bank failure on local-area real economic activity. Peek and
Rosengren use the Japanese banking crisis as a natural experiment to identify an exogenous
loan supply shock to the Japanese banks’ lending in U.S. and link that shock to construction

activity in the U.S. commercial real estate markets.

Khwaja and Mian (2005) and Paravisini (2005) study the lending markets in Pakistan and
Argentina respectively. While Khwaja and Mian use the Nuclear tests conducted by India
and Pakistan as their exogenous event, Paravisini employs a government-induced infusion
of liquidity in Argentina. The exogenous variation that we employ in our paper differs
from these studies in a fundamental manner. Unlike these papers, the origin of exogenous
shock in our study is in a different geographical location than the location of banks and
borrowers themselves, making our tests less likely to suffer from any omitted variable bias.
Second and more important, both these papers focus on the amount of debt obtained by the

bank-dependent borrowers consequent to the liquidity-shocks induced by these events. We



complement these papers, but unlike them our focus is on the market’s response to exogenous
shocks to the banking sector. Thus, we are able to trace the valuation implications of bank-

dependence at the time of crisis.

In summary, Fall of 1998 presents us with an excellent setting where in a short time-
period, the U.S. economy experienced three distinct shocks. First, banks were under
stress whereas the public debt-market was working reasonably well (late August and early
September). Second, in October liquidity dried up in the public debt-market as well. And
finally, there were small bursts of positive liquidity shocks provided by the Fed to the banking
sector on September 29 and October 15. Theoretical arguments provide different predictions
for each of these three shocks and our results provide remarkably strong evidence consistent

with the theoretical models for each one of them.

Our results have two important implications. First, we highlight the role of banking
sector in the economy and partially trace the channel through which the effect of financial
crisis is transmitted to the real economy. Our second implication, that the integration
of financial markets has exposed bank-dependent firms to the vagaries of global financial
conditions more than their counterparts with access to debt markets, is more suggestive in
nature. More research is needed to establish potential distributional consequences of bank-
dependence in the event of international crises. The rest of the paper is organized as follows.
In section 2, we describe the banking crisis of Fall 1998 in more detail. Section 3 describes

the data. Section 4 presents the empirical results and Section 5 concludes the paper.

2 The Banking Crisis of Fall 1998

In the Fall of 1998, several important events took place in the international financial markets.
On August 17, 1998, the Russian currency was devalued and the government announced
its intention to default on sovereign debt obligations. On August 28, ruble convertibility

was suspended. In related events, on September 3, 1998, there was a significant outflow



of capital from Brazil, and the country experienced one of the worst financial crises in its
history. At the same time, on September 2, 1998, the news about the LTCM’s losses was
made public. All these events caused significant losses to the U.S. banks during late August
and early September of 1998 as evidenced by a sharp decline in bank stock prices over this
period. There were many reasons for bank’s losses including (a) direct exposure to Russian
government bonds; (b) exposure to Russian private borrowers; (b) losses in derivatives market
(especially in Ruble market); (c) losses on account of brokerage credit to LTCM; and (e)
increased counter-party risks in the U.S. banking system. Gatev et al. (2004) show that an
equally weighted bank price index fell by about 11% during this two-week period. They also
show a dramatic increase in the stock return volatility, a measure of bank’s overall risk, over
this time period. Such a large loss in market capitalization along with dramatic increase in
their risks directly compromises banks’ ability to raise funds from external markets, which

in turn limits their ability to supply funds to their borrowers.

Since market-based measures are forward-looking, we focus on decrease in market
capitalization and increase in return volatility as the key indicators of a bank’s financial
health. Additionally, we also check financial statements of banks at quarterly intervals
during the crisis period.'® Accounting-based measures of bank-health are in line with the
market’s response to stock prices and stock return volatility. As compared to the previous
quarter, during the quarter ended September 30, 1998, the median bank increased its loss
provision from 0.072% of assets to 0.111% of assets - an increase of over 50% during the
quarter. Unlike other accounting numbers, loss provisions reflect the bank manager’s view
of the credit quality of its loan portfolio and therefore it is partly a forward-looking measure.

Such a large increase in loss provisions demonstrates that banks were indeed in financial

0Unfortunately, we could only analyze quarterly financial reports instead of weekly financial reports
because banks are required to file Call reports at quarterly intervals only. We obtain data on key accounting
variables for all banks with at least $100 million as of September 30, 1998, and report statistics based on
these banks in this section. Our sample firms are more likely to borrow from these banks than very small
banks with assets less than $100 million. All numbers reported in this section are scaled by the total assets
as of the end of the respective quarter. The first half of the quarter was before crisis, the second half after
it - making the accounting numbers a noisy proxy for bank-health.



crisis during this period. In addition, the median bank decreased its cash-holdings by a
significant 9.65% (from 4.09% to 3.73%). We obtain similar results for mean statistics. Thus
both market and accounting-based measures suggest that banks were under financial crisis
during this period.

To directly analyze the effect of this crisis on supply of bank-loans, we obtain data
on loan issuance from the Loan Pricing Corporation’s Dealscan database. This database
provides a comprehensive coverage of bank-loans and provides detailed information on the
identity of banks and borrowers. It’s worth noting that unlike call report data that provides
quarterly information on loans disbursed to the borrowers which maybe related to prior
commitments, Dealscan database allows us to capture the incremental decisions of bank-
managers by focussing on sanctions of new loans around this period. We collect all loans
on a monthly basis from this database and classify firms as bank-dependent or not based
on their access to public debt-market. We focus on six-months period before (i.e. from
February, 1998 to July, 1998) and after (i.e. from August, 1998 to January, 1999) the crisis

1 Next, we compute the period-by-period growth in supply of loans by

for our analysis.!
simply estimating the growth in number and amount of loans for a given period as compared

to the previous six-month period.

Figure 2 plots the growth in number and amount of loans during this period. There is a
remarkable drop in both the number and amount of loans issued after the crisis as compared
to pre-crisis period. Banks issued 24% fewer loans in post-crisis period as compared to pre-
crisis. Similarly, the amount of loans dropped by about 28% after the crisis as compared to
the previous six months. To account for any seasonality in lending markets, we also compute
the growth in loans with respect to corresponding period in the previous year (unreported).
We find that the average number and amount of loans decreased by 21% and 24% respectively
in the post-crisis period as compared to the previous year. As shown in Figure 2, the decline

in new loan issuance is more pronounced in the sub-sample of bank-dependent firms. Thus,

1 Results are similar for other reasonable windows, such as 3-months or 9-months, around the crisis-period.
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our evidence shows that the supply of new bank-loans indeed declined following the Russian

crisis of Fall, 1998.

When we analyze the CP rates, a proxy for liquidity shock for the overall economy;,
we do not find any abnormal pattern during the event window (see Figure 1). Similarly,
unreported analyses shows that the yields on corporate debt and outstanding volume of
Commercial Papers for non-financial firms in this period remained broadly in line with the
earlier periods. Thus, this period presents a unique setting where banks suffered huge losses
and at the same time public debt market was not under any considerable liquidity shock.
Therefore, we argue that if at all supply of credit has any real implications for the firms,
it should be evident in bank-dependent firms during this period. In the remainder of the
paper, we explore this hypothesis by analyzing the market returns on bank-dependent firms
vis-a-vis firms with access to public debt market during the event window starting a trading
day before the onset of Russian crisis till a trading day after the flight of capital from Brazil
(i.e., in the event window of August 14, 1998, to September 4, 1998). Later, we take the
economy-wide liquidity crisis during October 1998 as a control period to investigate returns
across these two groups of firms when the entire economy (bank-dependent or not) faced the

potential of non-availability of funds from the external market.

3 Data and Sample

We obtain accounting and returns data from COMPUSTAT (active and research) and CRSP
tapes, respectively. We start with a sample of all firms in the intersection of these two
databases. We require sample firms to have data on returns for the crisis-period on CRSP
tapes, and data on sales and total assets for the prior fiscal year on COMPUSTAT tapes. We
remove financial firms (SIC codes between 6000 and 6999) and utilities (SIC codes between
4910 and 4940). To remove the effect of bid-ask bounce from our analysis, we also remove

firms with less than $1 stock-price as of the end of prior fiscal year. To prevent outliers from

11



affecting our results, we winsorize our data at 1% and 99%.'2

Next, we remove firms with exposure to crisis-affected regions. From the COMPUSTAT
Geographical Segments file, we obtain data on all geographic segments of firms for the fiscal
year prior to September 1998. If a firm reports operations in Russia or Brazil, we remove
them from our sample. Instead of reporting country-level segments, many firms club their
operations in various countries into a bigger geographical area such as Europe or South
America for the reporting purposes. Thus a firm reporting operations in Europe or Eurasia
may have operations in Russia. To make sure that our results are not driven by demand side
considerations, we adopt a conservative screening criteria and remove all firms that report

any business activity in Russia, Brazil, Europe, Eurasia, Eastern Europe or South America.

The main variable of interest in our study is a measure of bank-dependence. As in earlier
papers such as Kasyap, Lamont, and Stein (1994) and Faulkender and Petersen (2005), we
use the absence of public debt as a proxy for this. This raises an important data-selection
question. A firm without debt will always be classified as a bank-dependent firm since such
firms do not have public debt ratings. These firms maybe either completely rationed by
the debt-market due to informational frictions (Stiglitz and Weiss (1981)) or they may have
chosen not to rely on debt-financing even though they could have accessed the public-debt
market (Microsoft for example). Thus, for these firms it is not clear if the lack of public
debt rating can be taken as a meaningful proxy for bank-dependence. To avoid any potential
misclassification errors, from our sample we remove firms with zero debt in the prior fiscal

year. This leaves us with a sample of 3,368 firms for our base case analysis.

All accounting and market variables used in the study are obtained as of May 1998. The
accounting data is lagged so that the information is available to the market during the event
period. Table 1 provides descriptive statistics for the sample. Consistent with prior studies,
in our sample about 18.67% of firms have access to public debt rating. About 4.78% have

access to the CP-market.

12Results are qualitatively similar without winsorizing the data.
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4 Empirical Methodology and Results

4.1 Univariate Results

We use standard event-study methodology for our analysis (see Kothari and Warner (2005)).
For every sample firm, first we estimate the market-model beta using 250 trading days, ending
50 trading days prior to the event window. Based on these beta estimates,'® we compute
the market-model adjusted returns for the event window for all firms. Table 1 (Panel A)
presents the univariate comparison of event-window returns across bank-dependent firms and
firms with access to public debt market. During the 16-day event window starting a trading
day before the Russian debt default and ending a day after the Brazilian crisis, the median
(mean) bank-dependent firms earned 5.57% (4.82%) lower market-model adjusted returns
than firms with access to public debt market. The difference in both mean and median

returns are statistically significant at the 1% level.

We use the absence of CP rating as an alternate proxy for bank-dependence. There are
two reasons for investigating returns across firms with and without CP rating. First, these
firms have access to the public-debt market and thus CP rating serves as an independent
proxy for our key variable of interest. Second, almost all CP-rated firms obtain back-up
lines of credit from banks (see Gatev and Strahan (2004) and Chava and Jarrow (2003))
allowing them to draw funds from banks if they fail to obtain money from the CP market.
During banking-crisis, if some of the CP-rated firms approach banks for funds, then the pool
of funds available for non-CP rated bank-dependent firms could become even smaller unless
there are deposit inflows into the banks during this period. As shown in Panel B of Table
1, firms without a CP rating earned about 9% lower return than firms with access to CP
market. It may be noted that every firm with CP rating in our sample had public debt

rating outstanding as well, making CP-rated firms a subset of firms with public debt rating.

13We also use another measure of beta computed using Scholes-Williams methodology and obtain
qualitatively similar results.
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4.2 Multivariate Regressions

In Table 1 we provide mean and median characteristics of firms with and without public debt
rating. Firms with access to public-debt market have different characteristics than those
that rely solely on banks for their funding needs. Bank-dependent firms are smaller and
have lower leverage as compared to firms with access to public debt market. Some of these
characteristics can, by themselves, explain the market’s differential response to firms with and
without access to public debt market during the crisis. Thus, in our multivariate regressions
we control for various firm characteristics to analyze the effect of bank-dependence, which is

independent of these characteristics.

First we control for the firm size - smaller firms are more likely to face information
asymmetry, making the wedge between the cost of internal and external funds higher for
them. We proxy firm-size by log market capitalization as of May 1998. Second, we control
for leverage. Since higher leverage makes a firm’s earnings more sensitive to changes in
economic conditions, earnings of high-leverage firms are more likely to be adversely affected
by crisis than the other firms. Further, high-leverage firms may have higher default risk
exposing them to larger flight-to-quality shocks. To control for these leverage effects, we
include firm’s total debt to asset ratio in our regressions. We also use a more direct measure
of firm’s default risk by including Altman-Z score in the regressions. Finally, we use two
measures of firm’s growth opportunities in our model. High-growth firms can have negative
valuation effect due to two reasons. First, growth opportunity may itself disappear due to a
decline in the investment opportunity set of the firms. The second reason is related to the
supply side considerations. Even if the growth opportunities are not lost, firms may find it
hard to obtain funds to undertake those projects. In such a scenario, market’s assessment
of firm value will be lower for high-growth firms due to non-availability of funds. We tease
out these effects more carefully in the subsequent sections. In our base model, we control
for firm’s market-to-book ratio and R&D to total asset ratio to account for the overall effect

of growth opportunities on market’s response to the crisis.
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We exclude firms with business activities in crisis-affected areas (Russia, Europe, Brazil,
or South America) from our sample. Firms with operations in these geographical areas are
likely to experience negative shocks in their investment opportunity set and therefore their
loan-demand may be adversely affected consequent to economic downturn of these countries.
By removing them from our sample, we hope to prevent demand side considerations from
affecting our analysis. Firms may not be having operations in the crisis region but they may
still be operating in an import-intensive industry or an industry with substantial competition
from exporters. Hence, these firms can experience a shift in investment-opportunities due
to the indirect impact of international crises. To control for any unobservable industry-wide
shift in investment opportunity set consequent to the crisis, in all regression we include
industry fixed-effects based on two-digit SIC codes. In unreported analysis, we use Fama-
French (1998) industry definitions as well as three-digit SIC code-based controls and our

results remain similar.

4.3 Regression Results

Table 2 provides the OLS regression results for two definitions of bank-dependence based
on (a) whether a firm has public debt rating or not and (b) whether a firm has CP
rating or not. We regress market-model abnormal returns on bank-dependence dummy and
control variables discussed above. A consistent pattern emerges from the results of Table
2. Depending on model specification, we find that bank-dependent firms earn a statistically
significant 1.96% to 4.83% lower returns than firms with access to public debt market. This
results in a value loss of about 30% to 80% on annualized basis due to bank-dependence

after controlling for the effect of size, leverage, and growth opportunities.

Other results show that smaller firms earn lower returns during this period. There are at
least two possible interpretation for this result. First, smaller firms are presumably associated
with higher information asymmetry. This makes the effect of financial constraints more

binding on them resulting in larger valuation impact. Second, small firm’s business can
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be more volatile and therefore exposed to higher credit-risk than larger firms. Thus flight-
to-quality considerations also can explain a part of this result. We find that high-growth
firms earn lower returns as evidenced by a negative and significant coefficient on market-
to-book ratio. Consistent with flight-to-quality hypothesis, our other results indicate that

high-leverage firms earn significantly lower returns.

4.4 Poor Credit-Risk or Poor Access to Capital?

During large financial crisis investors may shift their capital from riskier to safer assets, for
example, from stocks to bonds or from riskier stocks to safer stocks. Such flight-to-quality
consideration has been one of the most widely discussed implications of the Russian crisis.
We want to separate the effect of flight-to-quality due to poor credit-quality of firms from
poor access to capital. If bank-dependent firms are significantly riskier than firms with access
to public debt markets, our results maybe an outcome of poor credit-quality of these firms,
which may not necessarily be linked to their poor access to credit. However, this is unlikely
to be the case given our univariate results in Table 1 that show that bank-dependent firms

have lower credit risk as proxied by leverage and altman-z score.

In this section, we further address this issue by conducting several robustness tests.
First, we break firms with access to public debt market into two groups: (a) firms with
investment grade rating (BBB and above) and (b) firms with below investment-grade rating.
There are 320 firms in our sample with below investment grade rating or junk rating. Even
though these firms have accessed public debt market in the past and are classified as bank-
independent in our regressions so far, market’s response to these firms maybe dominated by
negative concerns about their poor credit-quality. In Table 3, we estimate our base OLS
regressions with a dummy for junk-rated firms. We find negative and significant coefficient
on the junk-rated firms confirming the flight-to-quality effect. In this regression, coefficient
on the bank-dependent dummy increases significantly to -5.05% from the comparable base

case estimate of -1.96% in Table 2. Thus, as compared to firms with good access to public
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debt market, i.e., firms with investment grade rating, bank-dependent firms earned over 5%

lower return during the event window.

A dummy for junk-rated debt only removes the effect of rated firms with poor credit-
quality. However, we are interested in removing riskier firms from the sample of both bank-
dependent firms and rated firms. To do this, we estimate our regressions on a sub-sample
of relatively safer firms, i.e., firms with low credit-risk which are unlikely to be affected by
flight-to-quality effects. To create this sub-sample, first we remove all junk-rated firms from
the sample. Then we remove all firms (rated or unrated) that have below median Altman-Z
score. This gives us a sample of 1,572 firms that have either investment grade rating or
above average credit-risk based on Altman-Z score. To restrict our sub-sample of safe firms
to an even stringent criteria, in our next specification we remove all firms that fall in bottom

75% of Altman-Z score distributions. This leaves us with a sample of 834 firms.

Table 4 provides results for these two sub-samples. Whether we focus on top 50% firms or
top 25% firms in terms of their credit-quality, the difference between bank-dependent and the
remaining firms remains large and significant. Within the sub-set of low credit-risk firms,
bank-dependent firms earn 3.81% to 6.70% (depending on the model specification) lower
returns than firms with access to public debt market. The magnitude of return differential
increases considerably from the base regression results (1.96% to 4.83%). Thus when we
remove firms that are potentially subject to flight-to-quality effects, our results become
stronger and therefore our findings are unlikely to be driven by poor credit-quality of bank-
dependent borrowers.'* As in the base regression we find that the small firms earn lower
returns even within the sample of relatively safer firms. On the other hand, the coefficient
on leverage which was significant in base regression becomes insignificant now. This is not
surprising given that we now focus on relatively safer firms where leverage effect may not

be a first order consideration for the market participants. Similarly, market-to-book ratio

141n addition to Altman-Z score, we also compute the Merton-model based distance-to-default measure of
all firms (see Bharath and Shumway(2005)) as a measure of their credit risk. Then we classify firms into
safer firms based on this measure and obtain similar results.
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loses its significance in the safe-firm sub-sample. While high growth firms experience larger
decline in their market value for the entire sample, within the subset of safe firms they
don’t. We explore the interaction effect of bank-dependence and market-to-book ratios on

stock-returns, for all firms as well as the sub-sample of safe firms, in the next section.

4.5 Requirement of Funds and Financial Flexibility

After establishing the relation between bank-dependence and negative stock returns, we
extend our analysis in two directions. First, we investigate if the bank-dependent firms lose
more when they have higher requirement of funds. If firms do not require funds in the
first place, their bank-dependence should not have any valuation consequences. Second, we
investigate if other sources of funds or financial flexibility mitigate the negative effect of

bank-dependence.

Requirement of funds

If banking crisis makes the availability of funds harder for bank-dependent borrowers, a
bank dependent firm with high growth opportunities is more likely to make sub-optimal
investment decisions. The lack of funds may have negligible impact on a firm with low
investment opportunities since it does not need funds in the first place. Thus we hypothesize
that the effect of bank-dependence is likely to be concentrated in high-growth firms such as

firms with high market-to-book ratio and higher investments in R&D.

Tables 5 and 6 provide the results - Panel A based on public-debt rating based definition
of bank-dependence and Panel B based on CP ratings. The results reveal an interesting
pattern. When we introduce the interaction of market-to-book ratio with bank-dependence
in our model, we find that market-to-book ratio by itself becomes positive (significant in
3 out of 4 specifications), whereas the interaction term is negative and significant at 1%

for all models. In our base regression market-to-book ratio has a negative and significant
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coefficient. Taken together these results show that market doesn’t view high growth firms
as bad investments as long as they are not bank-dependent. It is only within the sub-set of
bank-dependent firms, firms that we hypothesize would be unable to convert their growth
options into real assets due to the lack of funds, that we find a negative effect of growth
opportunity on stock-returns. Further, with the interaction term the coefficient on bank-
dependence dummy by itself becomes insignificant. Thus bank-dependent firms lose value
only when lack of funds is expected to impose a real cost on them due to the sub-optimal
investment decisions. As shown in Model 2 of both Panels, our results are similar on the
sub-set of low credit-risk firms (i.e., firms with above median credit risk based on Altman-Z

score).

In Table 6, we use firm’s investment in R&D as a measure of their growth opportunities
and find similar patterns. Now R&D, that has an insignificant coefficient in base model,
becomes positive and significant whereas the interaction of bank-dependence and R&D
becomes negative and significant. In this model, the bank-dependence dummy remains
negative and significant by itself as well. Thus the consistent pattern emerging from our
analysis is that market’s response to high-growth firms is significantly different across bank-
dependent firms and firms with access to public debt-market. While high-growth firms
earn higher returns for firms with access to public debt market, they earn significantly lower
return if they are bank-dependent. These results are consistent with costly external financing

theories.

Financial Flexibility

A bank-dependent firm can weaken its dependence on banks by maintaining higher financial
flexibility through free borrowing capacity. We proxy a firm’s free borrowing capacity as
the extent of unpledged tangible assets available to firms at the time of crisis. In a lending
market with adverse selection problems (such as Stiglitz and Weiss(1981)), collateral can

serve as a mechanism to alleviate the lemons problem (see Bester (1985) and Besanko and
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Thakor (1987)). Thus we hypothesize that a bank-dependent firm with higher fraction of
unpledged assets should suffer less. These firms can be the first to obtain funding from banks
at the time of crisis by offering their collateral. At the same time, these firms also have the
potential to offer collateral to non-banking financial institutions or other private lenders in

the event of refusal of credit by their own banks.

Dealscan database allows us to investigate this hypothesis since it provides information
on whether a bank-loan is secured or not. By definition, bank-dependent borrowers have only
borrowed from banks and therefore by observing their past borrowings in this dataset we are
able to construct a reasonable estimate of total secured loans.'® We obtain from dealscan,
all bank-loans outstanding at the time of crisis and whether they are secured or not. Our
sample size decreases to 643 bank-dependent firms (892 firms with no-CP rating) for this
analysis. This happens due to three main reasons: (a) since Dealscan database only provides
the names of the borrowers, we need to hand-match this data-set with COMPUSTAT-CRSP
dataset using firm names, leading to loss of many observations, (b) many loan facilities do
not have information on whether the loan is secured and finally (c) we consider only those

firms that have bank loans outstanding as of Aug 1998.

We create three proxies of available collateral: (a) the fraction of past loans (out of all
loans) that are unsecured, (b) one minus the ratio of dollar amount of secured loans to dollar
amount of total loans and (c¢) one minus the ratio of dollar amount of secured loans to firms
total tangible assets (COMPUSTAT item number 8). We interact bank-dependent dummy
with each of these measures of available collateral and present regression results in Table
7. For each specification, we find that bank-dependent firms with higher available collateral

perform significantly (at 1%) better than the remaining bank-dependent firms. Thus, higher

15This assumes that firms have negligible secured borrowings from non-banking private institutions. For
firms that borrow from these sources and provide their assets as collateral, our proxy will be noisy. Also, for
this analysis our main focus is on bank dependent firms. In the sub-sample of firms with no-CP rating, firms
with public-debt rating may have their assets pledged against public-debt. To that extent, our regression
results for the CP-based definition of bank-dependence suffer from a bias. Given this limitation, we focus
our attention on public-debt rating based definition of bank-dependence in this sub-section.
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financial flexibility weakens the effect of bank-dependence on firm valuation during the time

of crisis.

4.6 Returns During CP Crisis of October 1998

The CP-hill spread, a measure of overall liquidity in the economy, increased dramatically
in October 1998 (see Fig 1). Unlike our event window of late August and early September,
during this period firms in general - both bank-dependent and others - faced severe liquidity
crisis. Though firms with access to public debt market may still have relatively better
access to capital than bank-dependent firms, the difference narrowed considerably during this
period. Thus we expect the market’s differential response to narrow or perhaps completely
disappear during this period, as compared to our base period, when the wedge between

access to capital across firms with and without access to public debt markets was quite high.

We regress market-model returns during the high CP-bill spread period (from October 5,
1998, to October 19, 1998) on bank-dependence dummy and other key explanatory variables.
Though bank-dependent firms earn lower returns (0.33% to 1.13%) than firms with access
to public debt market in this period as well, the differences are statistically insignificant. We

obtain this result for all four specifications presented in Table 8.

This result shows that our main findings are less likely to be explained by any omitted
variables such as a missing risk-factor. In our base event-window, when CP-bill spreads are
not too high (as compared to historical levels) and banks experience considerable losses, we
find a large and statistically significant difference in value drop for bank-dependent firms
as compared to firms with access to public debt market. A month later when there is
a systematic drop in liquidity across all firms with back-up commercial paper lines being

drawn down, i.e. when all firms in a way became bank-dependent, this difference disappears.
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4.7 Returns during FOMC Meetings

Subsequent to the Russian crisis and the collapse of LTCM, the Federal Reserve Bank held
two important meetings in Fall, 1998. In these meetings several measures were undertaken
by the Fed to provide liquidity support to the banking sector. Same theoretical argument
that predicts a negative effect of bank-health on bank-dependent borrowers also implies that
these firms should perform better when banking-system receives unexpected positive shocks

from the policy-makers.

On September 29, 1998 the Federal Reserve Bank cut the Fed Funds rate by 25 basis
points. This action was largely expected by the market. Subsequently on October 15, in a
largely unanticipated move Fed Funds rate was decreased by 25 basis points. The discount
lending rate was also cut by the same magnitude in the October meeting. Since the Fed
rarely alters discount lending rate, we expect to find a larger effect of October 15 FOMC

actions as compared to the September 15 meeting.

We regress the market-model adjusted return around a two-day window surrounding these
meetings on bank-dependence dummy and other control variables. Results are provided in
Table 9. We find that bank-dependent firms earned 0.82% higher return than firms with
access to the public-debt market around the September meeting, which is only marginally
significant. However, around the October meeting bank-dependent firms earned 1.22% higher
return, which is both economically large and statistically very significant. These findings
lend further support to our argument, in a reverse direction, that the market value of bank-
dependent firms significantly depends on the financial health of banking-sector and its ability

to supply loans to borrowers.

4.8 Robustness Tests and Econometric Issues

In this subsection, we address several potential econometric issues with our study. We

address issues related to self-selection of debt-ratings, dependence in error-structure across
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sample firms and robustness of our results to alternative econometric models, alternative

event windows and alternative definitions of industry controls.

Self-Selection Model

A firm’s decision to obtain public-debt rating may not be a random outcome. As discussed
earlier (Table 1), we find systematic differences in the characteristics of bank-dependent firms
and firms with access to debt market. When firms self-select to remain bank-dependent or not
by choosing to obtain public-debt rating, OLS estimates maybe biased and inconsistent due
to the well-known self-selection problem (see Maddala (1983) and Li and Prabhala (2005)).
In particular, unobservable factors that affect market’s response during the crisis may also be
the factors that drive a firm’s decision to remain bank-dependent. Thus, bank-dependence
dummy can be an endogenous variable and our analysis may suffer from an omitted variable
problem leading to biases in OLS estimation.!® To account for this effect, we estimate a
treatment effect model that explicitly consider the firm’s choice to remain bank-dependent
through a selection equation (see Appendix 1 for details). In the first stage we estimate a
selection model describing a bank’s decision to remain bank-dependent. Then in the second
stage regression with stock-returns as dependent variable, we augment our basic regression
model to include the inverse mill’s ratio as an additional explanatory variable to account for

any omitted-variable problem.

The variables for selection model come from Faulkender and Petersen (2005). In their

model of leverage and bank-dependence they use following instruments for the firm’s decision

16Note that the key dependent variable of interest, stock-return during the crisis-period, is not a choice
variable of the firm. Thus our analysis is slightly different from models that estimate the effect of debt-rating
on firm’s another choice variable such as leverage (e.g. Faulkender and Petersen’s (2004) study of leverage
and debt-rating). In such models two choice variables are jointly determined in a two-stage setting. Our
model on the other hand approaches the problem in a treatment-effect setting since we are interested in
estimating the effect of an endogenously chosen explanatory variable on another dependent variable which
is not necessarily a choice variable for the firm. We relegate the technical discussion of this model to the
appendix. In alternative specification, we also model stock-returns and bank-dependence as a two-stage
model as in Faulkender and Petersen and obtain similar results. However, for our analysis we prefer the
method presented in the paper due to the aforesaid reasons.
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to obtain debt-rating: membership to S&P 500, NYSE listing, percentage of rated firms in
the same 3-digit SIC codes, log of firm age, market capitalization, a dummy for firms younger
than three years, profitability margin, tangible asset ratio, advertising expense to sales ratio
and asset volatility. We use these variables in the selection model (both for obtaining public-
debt rating and CP rating) and describe their detailed construction in the Appendix 1. The
results of the first stage estimation are similar to Faulkender and Petersen (2005). They are

omitted in the interest of saving space but are available from the authors.

The results are provided in Table 10. Once we account for the selection bias, our results
become much stronger. Bank-dependent firms earn 8.69% to 11.79% lower returns than firms
with access to public debt market. At the same time, the coefficient on market capitalization
comes down by a considerable margin, though still significant. Self-selection model allows
us to investigate the effect of any unobservable factor (omitted variable) affecting a firm’s
decision to remain bank-dependent (i.e., private information as discussed in Li and Prabhala
(2005)) on the market return during the crisis period. We investigate the correlation between
the error term in selection equation and the return equation and find that these two errors
are positively correlated. Equivalently, the bank dependence dummy is positively correlated
with an omitted variable in the return regression. Hence, our results in the base OLS
regressions are biased upward and therefore biased against finding the negative effect of
bank-dependence on stock returns. Once we control for the selection bias, we find much

stronger results.

Cross-sectional Correlation in Error-terms

A potential econometric concern with our analysis could be the assumption of independent
error terms across sample firms during the event-window. First we note that in all our
regressions, we control for industry fixed effects. If the source of dependence is industry
specific i.e. a common shock to all firms in same industry, our baseline fixed-effect regression

has already accounted for this potential bias. In alternative specifications, we allow for
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clustering of errors across firms in the same industry and obtain similar results. In unreported
results, we show that the bank-dependent dummy has a coefficient of -0.019605 with a t-value
of 2.25 in our baseline model (i.e., model 1 of Table 2) that accounts for industry-cluster

1.17 Next, we also

instead of industry fixed-effects. Other results are similar to our base mode
allow for unstructured correlation in error-terms across all bank-dependent firms and across

all bank-independent firms in the sample and obtain similar results.

Finally, we address the issue of any sample correlation, skewness and other potential
non-normality assumptions by a bootstrapping model. The advantage of the bootstrap
estimation is that it generates an empirical distribution of the parameter estimate keeping
all the biases in the data and then compares the observed parameter estimate against the
standard deviation estimated using empirical distribution. Thus, the t-statistics obtained
from this model is robust to any potential biases present in our sample. We run our bootstrap
model with 1000 iterations with replacement and obtain the empirical standard errors for
bankdep variable. For our base model (model 1 of Table 2) the bootstrapped t-statistics
is estimated at 2.30 for the bankdep dummy which is similar in magnitude to the original

estimate of 2.29.

Other Robustness Tests

In other unreported robustness tests, we perform a median regression'® that is more robust
to outliers. The results are qualitatively similar, both statistically and economically, to the
OLS regression results reported earlier. In unreported analysis, we confirm that the results
are robust to different industry classification methods. The results are qualitatively similar
whether we control for 2-digit SIC codes, 3-digit SIC codes or Fama-French 48 industry

codes for the industry fixed effects. Our results are also robust to alternate trading windows

1"To save space, we do not produce results of several robustness tests in this paper. All the results are
available upon request from the authors.

18Median regression finds the regression plane that minimizes the sum of the absolute residuals rather
than the sum of the squared residuals.
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around the event date that doesn’t include LTCM crisis (September 2, 1998). In unreported
results, we consider cumulative stock returns around a seven day trading window around
ruble trading suspension (Aug 27, 1998) and find similar results. We also find similar results
if we limit our analysis to very large firms such as firms with more than $500 million market

capitalization.

5 Discussion and Conclusion

The Russian crisis of Fall 1998 was caused by an exogenous event, namely the Russian
government’s decision to default. This had a severe adverse affect on the U.S. banking
sector independent of the U.S. borrower’s financial health. This allows us to investigate the
effect of bank-health on bank-dependent firms’ value in a natural experiment setting. Our
results strongly support the hypothesis that bank-dependent firms face adverse valuation
consequences when banking sector’s financial health deteriorates. Among bank-dependent
firms, firms with higher growth opportunities and lower financial flexibility suffer larger value
losses. Our results are not explained by the differences in credit-quality of bank-dependent
and other borrowers or by self-selection biases. Further, policy interventions by the Fed had
a large positive effect on bank-dependent borrowers. Overall, we document a causal relation

between bank-health and borrower performance in this study.

Our results have important implications for understanding the role of corporate-bond
market in the economy. In the past, the Fed chairman Alan Greenspan has noted the
importance of corporate bond markets during the time of banking crisis in emerging markets.

As quoted from The Economist (November, 17, 2005)

..... Financial crises have a cruel way of revealing what an economy lacks. When
many emerging markets suffered a sudden outflow of capital in the late 1990s,
one painful lesson was that their financial systems had relied too heavily on bank

lending and paid too little attention to developing other forms of finance. The
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lack of a spare tyre, said Alan Greenspan, chairman of America’s Federal Reserve,
in 1999, ”is of no concern if you do not get a flat. East Asia had no spare tyres.”
If a functioning capital market had existed, remarked Mr Greenspan, the East
Asian crisis might have been less severe. Developing deep and liquid corporate-

bond markets, in particular, could make emerging economies less vulnerable....”

Our results support this spare tyre view noted by Chairman Greenspan by demonstrating
that corporate bond markets can have a positive impact even in developed economies such as
the U.S. At a broader level, our results can be taken as evidence in support of costly external
financing - an assumption frequently made in various theoretical models of corporate finance

and macroeconomics.
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Appendix I: Econometric Model for Endogenous Debt-Rating

In this appendix, we describe the endogenous debt-rating model in more detail. The
econometric exercise presented here is adapted from the STATA manual version 7. Our
main regression model is:

R, = x;,8+0B; +¢ (1)

where, R; denotes the event-window stock-return for the i firm;
x; is the vector of control variables described in the paper;
B; is the bank-dependent dummy.

We assume that the binary bank-dependent dummy is obtained from an unobservable
latent variable B} described as follows:

B} = wyy +u; (2)

where, w; represents the observable factors that lead to a firm’s decision to remain bank-
dependent. Following Faulkender and Petersen (2005), we use following variables for w;:
membership to S&P 500; NYSE listing; percentage of rated firms in the same 3-digit SIC
codes; log of firm age; market capitalization; a dummy for firms younger than three years;
EBIDTA /Sales profitability margin (defined as COMPUSTAT item 13 scaled by item 12);
tangible asset ratio (COMPUSTAT item 8 scaled by item 6); advertising expense to sales
ratio (COMPUSTAT item 45 scaled by item 12); and asset volatility (measured as annual
stock return volatility over the prior one year, multiplied by (book value of equity/ total
assets)).

The decision to remain bank-dependent (equivalently, one minus the decision to obtain
public debt rating) is governed by the following selection equation:

B. =1,ifBf >0
= 0, otherwise. (3)

If ¢; and u; are uncorrelated with each other, then OLS estimation provides consistent and
unbiased estimates. However, if the decision to obtain public debt-rating is endogenous in
the sense that some common set of unobservable factors drive both the market’s reaction to
firm’s stock R; (i.e., our key dependent variable) and firm’s choice to remain bank-dependent
B;, then ¢; and u; will be correlated. In these cases, the OLS estimation will be biased and
we need to endogenously model B;. This is what we do in our estimation exercise. Let ¢; and
u; be bivariate normal random variables with mean zero and following covariance matrix:

(oo
Z”_(p 1)

We use a two-step approach as suggested in Maddala (1983) to estimate the model. In the
first stage, we obtain probit estimation of the selection equation:

Pr(B; = 1jw;) = ®(w;) (4)
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where ® represents the cdf of a standard normal distribution. From these estimates, the
hazard function h; for each observation i (for both bank-dependent and other firms) is
computed as follows:

hi = ¢(wiy)/®(wi), B =1
= —o(wiy)/(1 = ®(w;y)),B; =0 (5)

where ¢ is the pdf of a standard normal distribution. Let us define:
Following Maddala (1983), we obtain the following model:

E(R;|B;) = z;3 + 0B; + poh; (7)
Var(Ri|B;) = o*(1 — pd;) (8)

In the second step, we run the augmented regression given by the above equation. Thus the
two-step parameters of § and § are obtained by augmenting the regression equation with
hazard function h. The hazard rate controls for the omitted variable bias due to self-selection.
A consistent estimate of the regression disturbance variance is obtained using the residuals
from the augmented regression and the parameter estimate of the hazard as follows:

Ny ere + B}% Z,}:{V dl
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Figure 1: Paper-Bill spread during 1997 — 98



Figure 2: Growth in Bank-Loans
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Figure 2: Growth in Bank Loans

This figure plots the growth rates in number and amount of loans around the crisis-period. We obtain data
from the Dealscan database for all loans made during six months before the crisis (i.e., from February 1998 to
July 1998) and six months after the crisis (i.e., during August 1998 to January 1999). We plot the growth in
number and amount of loans during these two periods as compared to previous six months. Thus, pre-crisis
numbers are compared with loan data from August 1997 to January 1998 and the post-crisis numbers are
compared with the pre-crisis numbers. We provide the growth rates for all firms as well as the sub-set of
bank-dependent firms - firms without access to public debt-market.

34



%1e € %L8°€ MA—HVO

%01°0 %91°6- %80°0¢- %LE01- %849 %S¢ 0- %967~ %5€°0 qvo
96°¢ 8¢°€ 86T ¥0°g c6'v 99°€¢ ¢9'¢ Vv Z-upwiqjo
8€°0 ¢c0 200 9¢°0 ¥€0 gco LT°0 9¢0 4203]
Ge'e 09°1T 61T 9¢¢ 16°¢ G6°T 8V'1 0¢¢ q1ue

1€ €8€E Gge'901 697¢€ 0€°109 q€e'91 94869 q6.°¢ 9L LT dvogzyu

luod 94¢) puod o406 13uod %Gg UedN luod 94¢) puod o506 pauod %Gg UedN
(7heg = N) SUeT qo Moy (19T = A7) Sumyes 4o qim

souopuadap queq J0J Axoad se Surjey JD g [oued

%TE L WBILT  MA—YUVD

%110 %2156 %89°0c-  %SL 0T~ %rs'e %10¥- %LV €T~ %E6°G qvo
c0'9 69°€¢ LT°C G 88°'¢ 19°C 091 10°¢ Z-UDwWI)D
geo0 61°0 90°0 €20 16°0 9¢°0 iz4l 6£°0 1209]
16°C 99'1 131 8¥°C 90°C cs'1 121 18T QL
aad 8878 7768 LV"S0€ q50'¥ Qor't A4S q8¢'9 dvogzyuu

puod o6, pauod 906 (uad %6z RO\ [od 9%¢),  1uad %06 puad 96z Tedy
(1L8¢ = N) Sunef ypar) Moy (F€9 = N7) Suryed 31paId YA

souepuadsp Jqueq 10} Axoad se Surjey paI) Y [dued

"9[qeLIRA SUIIYSIoM 91} Sk pasn ST uorjeziejided joxIew S, ULIY oIoUM ‘WINGOI PoIsnipe [opOW-joIeW JO 9SRIOAR PIJYSIoM-ON[RA I0] SPURI)S
MA-IVD 8661-deS-F 01 866T-8NY-F] WOIJ WINJOI ¥O0)s pajsnlpe [opowr joxIew s UL oY) ST YY) "BI/So[es T + sonIfiqer| [ej0)/deon
josIRW L 9°() + )/ LI &€ + ©) /Surures paurejor p'T + v}/eyided Suryiom,g 1 se panduwios s 0100s Z-URWII[R UL 1) JO S}OSSe
[e303 o1 03 (ded josyrewt 4+ A3bo yooq - sjosse [8103) JO OIpRl o1} st paIndurod dN[RA J0O( ST 0} SJOSSE JO ON[RA JoyIRUL JO OIYRI oY) ST qIu
"ULIY 91} JO S)OSSk [8)07 1]} 07 (3qOpP ULIY-1IOYS PUR }(OP ULI)-3UO[ JO WINS) }qop [RI0} JO OIPRl 9] ST ISAS[ (SIR[[OP JO SUOI[[Iq I0] SpUR)S
q) pejou a1aym 3dedxe ‘SIR[[OP §[) JO SUOI[[IW Ul gG-ARJ JO se WLy oY)} Jo uorjezijejiden jeyrew o) st dedyyur -eouspuadep ueq Iof
Axo01d e se Furyel J0) Jo 90uasqr 10 9ouasaId oY) IIm Sso13s1Ie)s Arewrwuns sjyuosold ( [oued ‘oouopuodop-yueq I0f Axold ® sk FUIjed }IPoId
ULI9)-FUO[ JO 9oUdsqe I0 oouasald oY) IIm so1gsiye)s Arewrwuns sjuesold y [ourd ‘so[qeLIeA A0y JO soIjs1ye)s Arewrwuns syiodar a[qey) SIyJ,
sorysIjels Arewrwing :1 9[qrR],

35



4143 (45143 89€¢ (45143 45143 89€¢ N

%1°G %1°G %e°G %0°G %0°G %T°G APy

(8%°0-) 20000~ (L6°0-)  €000°0- Pzt
(8¢'0) 10000  (6F7°0) 20000 (¢z0) 100000  (S€°0) 10000 Z-UuDwi)D
(LL1-) ¥10°0-  (L02-) ©910°0-  (L0g-) @e10'0-  (99°T-) @€r00-  (88°71-) 0S10°0-  (06°'1-) €F10°0- (qrue)bo)
(18'1-) 10€0°0-  (P2'1-) 8820°0-  (96'T-) 60€00-  (S€2) €19700-  (92c) 96€00-  (€9°¢) @0O¥00- 1202]
F1r2) w100 (ogs)  9vt00  (¢92) s¥ro0  (gg9)  FPro0  (129)  LpT00  (FOL)  0STO0  (dwopyw)bo)
(¥87-) ¢€8v0'0-  (F8F-) €8v0°0-  (S8F-) 6970°0- bugn.adoou
(07'z-) 9120°0-  (9¢z) 21e00-  (622) 96100~ dopsyung

on[eA-7 ojeWI)SH  ON[eA-]7 O)RWI)SH  ON[RA-] OJRWI)SH  ON[RA-7 OJRWI)SH  ON[eA-7 OJRWIIISH  ON[BA-7 O)RWIISH
€ [PPOIN ¢ 1PPOIN T [PPOIN ¢ [PPOIN ¢ [PPOIN T PPOIN
Awramp 3uner J0) YUM g pued Awrunp Surjer JIpaId YA\ Y [oued

"SMOI 0M] 1Se[ oY) Ul patIodal aIe SUOI}eAIdSqO JO
IOQUINU 9U)} PUe 37 pAisnlpy "sjospeIq Ul patiodol oIe 9OURLIBA JO 9JRUIIISO UOIMPURS /OIYAL /1oqn] Suisn pojnduwod so1IsIye)s-j Jsnqoy
souspuadsp yurq oY) 10] Axo1d e se Suryeadoou )M syMssl o) sjuesard ¢ [pued pur souspuadep yueq 10 £x01d e se depyueq [Yjm
symsar sjussard Yy [dURJ SUOISSSISAI [[@ Ul PIPN[IUL 81 S9P0d D[S JISIP 0M) SUISN $)08J8 Paxy AIJSNpu] "eIRpP S} WOIJ SRI( SSOUMSYS
9AOWIAI 0} SUOISSOIZOI Ul WLIOJSURI) SO[ 9SNl PUR 0I9Z 0} sosuadxo P2yl JO son[eA SUISSIW 39S oA\ *(D1/9F wagr pvisnduiod+J )bo) Aq UoAls
se amjpuedxoe jueotdo[oASD pUR UDIRISOI o) ST Pzgd "e}/sofes ] + son[iqer] [ejoy/des joxrewr ,9°(0 + ©1/LIgH &€ + ®) /Jurures
pourejal i T + vy /reirdeds Sunjiom,z T se poinduwod St 0100S zZ-Uewj[e "ULIJ oY) JO sjosse [e10) o) 0} (deo joxrewr 4+ A3mbe j0o0q- sjosse
[®301) jo orjer (o 3o1) oy st (qyur)8o[ WL oY} JO SJoSS' [B10] 93 0} (1Gop ULIdY-LIOYS PUR }gop ULID)-3UO[ JO WNS) Jqop [BI0} JO OIjRl
Y[} ST I9AS] "SIR[[OP §[) JO SUOI[[IW Ul {GGT ARI\ JO St UL oY)} Jo uorjezijejides joqrewt oY) si (deogs{ur)30] "oSIMIL)0 0197 pue Juljel
dD PARY 1, USO0P WLIY 9} JT SUO JO aN[eA oY} soye} Jey) Awmumnp & st 3urjerddou "oSIMILYI0 OIZ PUR J295 AQ pPajel jou ST WLIY o) JT
QUO JO anfeA ' soye) jer) Awwmp e st depueq ‘R661-dog-F 01 Q66T-SN Y- WO WINISI JD0)s pajsnlpe [opouwl 1oyIRW oY) ST S[(RLIRA
Juepuadep oY, ‘SOIISLI8IORIRYD SIT 0] SISLID URISSNY S} PUNOIR WINIDI-D0)S S ULIY oY) SUIPR[DI SINSAI UOISSaI3al sjuasard o[qe) SIyJ,

sromourrog juapuada(-jueyg uo SISLI)) ueissny jo joeduwi] :z 9[qe],

36



8¥¢e 79€€ (45143 89€¢€ N

%G’ S %S %E"G %¢G°G e Ldd
(¥7°0-) 20000~ (L¥'0-)  2000°0- pg-t
(¢¥°0) 100070 (¥¥°0) 100070 Z-UDUWD
(98'1-) 28100 (L1'2)  2910°0- (8¢'T-)  ¥€10°0 (18°1-) 92100 (quui)boy
(8%'1-)  ¥920°0- (69°1-)  €920°0- (0L'T-)  ¥0€0°0- (€8°1-)  L0€0°0- 1202]
(o)  L¥10°0 (79°2) zs10°0 (c¥¢) ¢z10°0 (6L°¢) 62100  (dvogyw)bo)
(€L0-)  LL00°0- (10'1-)  T1010°0- (8¢'%-)  Les0°0- (88'%-)  G€50°0- pagpayunf
(98°%-) 00500 (087-)  8LV00- bugn.adoou
(91°¢-)  81%0°0- (€2°¢-)  <050°0- dapyunq
oNeA-7  9JewIISH on[eA-7  dJeWIISH oNeA-7  9jeuwIISH on[eA-7  dJRWIISH
Z 1°POIN T PPOIN Z 1°POIN T PPOIN
Awrwnp 3uner J0) YNM g Pued Awrwunp Surjer §IpaId YHUA [V [oued

"SMOI OM) §SB[ A} UI Po3I0dal oIe SUOIPRAISSCO JO IOUINU B} PUe 37 PIjsnlpy ‘sjosoeiq
ur pajIodal aIe 90URLIRA JO 9)RUINSY (DIMPURS /YA /Ioqn Suisn pajndwod so1ysije)s-1 snqoy] Axoid o) se Surpeadoou sesn g [purd
‘oouopuadop yueq 10y Ax01d e se dapxueq Yim s)nsol syuosold Y [oURJ "SUOISSOISOI [[ Ul POPI[OUL o1 SOP0d DTS JLSIP 0Mm) SUISTL S100[0
poxy A1psSnpuy ‘ejep oY} WO SRI( SSOUMINS dAOWDI 0] SUOISSOIZSI Ul ULIOJSURI) SO[ Sl PUR 019Z 0} sosuadxo P9l JO Son[eA SUISSIUL )9S
oM (11/9¥ wap pwgsndwioo+)bo) Aq weAI8 se aImnjpuedxe jueIdO[PASD PUR [DIRSSII 9Y) ST Pzgd "®l/sofes ] + sonIqiqer] [ejoy/deon
josIRW L9°() + )/ LI &€ + ©) /Surures paurejor .y + e)/reyrded Sunyiom,z 1 se paynduiod S 0I100S z-URMII[R UL 1) JO S}OSse
2109 a3 0} (deo jes{rewr + A)mba yoo(- sjesse [€}0}) JO o1pel (Jo S0[) a1} st (qJur)30] "ULIY dY) JO Sassk [810) a1} 0} (1gap ULI8)-1I0YS
pu® 1gep ULId)-3UO[ JO WNS) )Gap [BI0} JO OIJRI 9} ST ISAS] "SIR[[OP G[) JO SUOI[[IWI Ul gG-ARJ\ JO Se WLIY ) Jo uolyezijejiden joyIewt
o) st (deogsjur)80] “Surjel 1qop oprIS JUSWI)SOAUI-UOU ® SBY UL 9y} JI AWwnp ® ST pajetyun( -osImMIoyjo 019z pue Jurjel J) oAR(
1, USO0P WLIY ST} JI 9UO JO SN[RA 91} soxr) Jer) Awrwnp e st urjeadoou osSIMIOY)0 0I9Z pur J29§ AQ Pojel JoU ST ULIY oY) JI 9UO JO oN[RA
® soye) e} Auwrwnp e st dop3ueq "SISLIO URISSI'Y oY) PUNOIR SULIY 9PRIS JUSUI)SOAUL URT[} SUINJOI IOMO] POUIRS suLly Juapuadap jjueq
pue sulig pajed unl oyj IoyloyMm ozA[RUR oM ‘UOISSOISI SIU) U ‘[opowr Ajrpenb o3 31y, o) IOJ SINSII UOISsaIdal sjussold s[qesy Sy J,

LSISLID uelssny 9y} Jurm( A)fend) o3 1YSIg & 919Y(J, ST ‘€ 9[qRL

37



V€8 ¢LG1 V€8 ¢LG1 N

%6°F %G9 %6°F %L’9 A v
(€T°0-)  T000°0- (8¢°0)  €000°0 (02°0-) 20000~ (Fe'0) 20000 P2
(¥e'0-)  L¥00°0- (88°0-) 680070~ (61°0-)  82000- (89°0-) 690070~ (qrue)boy
(66'0-)  62F0°0- (0T'1-)  2€L00- (8T'T-)  €2s0°0- (0£'1-)  ¥6€0°0- 1202]
(€6'7) ¥120°0 (FL9) 9910°0 (cev) 70200 (19%)  L¥10°0  (dvogyw)bo)
F0'¢)  0L90°0- (cLz) 18600 bug.sdoou
(612)  ¥L¥0°0- (1z'e-)  6TH0°0- dapsjung
oneA-7  ojewIIsy onfeA-7  9)RUIISH oneA-7  djewIIsy onfeA-7  9)RUIISH
Z [PPOIN T [PPOIN Z [PPOIN T PPOIN
Awrwmp 3uner 40 YA g pued Awrwunp Surjer 4IpaId YIA [V [oued

"‘SMOI 0M) 9Se]
o} Ul pa310dal 9I® SUOIIBAISSO JO IOQUINU O} PUR 3] PIJSNIpy sjoxpeIq Ul pojrodol oI 9OURLIBA JO OJRUIIISO YOIMPUES /O3 A\ /Ioqn]
gursn pondwod sorys1ye)s-4 snqoy Axord oy) se Surpeadoou sosn g [oued :eouspuadop sueq 10 Axord e se depsueq YIIm SINSOI
syuesold Y [oURJ "UOISSOISOI Y[} UL POPNOUL oI SOP0d DS MSIP 0M) SUISTL $)00[0 POXY AIJSNpul “jep oY) WOIJ SeI( SSOUMONS QAOTWDI 09
SUOTSSOIS0I UT ULIOJSURI) 30T 9STl PUR 0197 0} sosuadxo P2y JO son[es SUISSTU 198 oA\ “(D1/9F wagt 10gsnduiod+ [ )bo) Kq uaa1d se aamjrpuadxo
JuotndO[oAdD pUR [DIRSSOI o) ST PZgd "B1/so[es T + sonI[iqer] [e1o3/deo joxrewr ,9'0 + ©1/LIGH €€ + ©) /Surures paurejol j'1 +
') /[eydes Sunjiom,g T st panduwod SI 9100s Z-URUI)[R "ULIY J) JO sjossk (8107 oY} 0} (ded jaxreut + A3mba j0ooq - sjasse [e10}) JO O1jel
(Jo So1) oy st (qyur)8o[ ‘WY BT} JO S}9SSR [B10) S} 0} (1Gop ULIS)-)IOYS PUR }gop WLIP)-3UO[ JO WNS) 1gap [8I0} JO OIYRI BT[} SI JSAS]
"SIR[[OP () JO SUOI[[IUI Ul §G-ARJN JO Sk ULIY oY) Jo uorjezifejides joxrewt o) st (ded)sjur)30] "9SIMISY)0 0197 puR SUIYRI J[) 9ART] J,USOOD
ULIY ST[ JI 9UO JO 9N[RA 91} Soxr) Jey) Amrmmnp ® st Suljelddou osSIMIoYI0 0I9Z puR J§ AQ PojeI JOU ST ULIY 91} JI 9UO JO 9N[RA ® Soye)
yey) Awwmp e st depyueq -s[qreLreA juapusdap o) st 866T-doS-F 01 YGET-SNY -] WO WINJOI JD0I1S PaIsnlpe [opoul joxIren s WL “9,GF
doy ur [[ej 9ey) SWLIY UO Paskq SI g [9POJN SROISYM :SSOUIIIOM-IIPaId JO 940¢ do) Ul [[e] jey) suiy jo sjdures oY) U0 paseq St T [9POIA
‘s, 9.4025z-unw)n (g [PPOIN Ul) 9%G), mo[aq I0 (T [9POJAl UI) URIPAW MO[oq UM SULIY [[B(() pUR ‘SUI)RI SPRIS JUSUIISIAUL MO[D] [ITM
SULIT pajel [[ (B) 9AOWLI oM ‘SULIY dfes Jo o[dures a1} JONIISU0D OF, "SULIY 2/ns Jo o[dures o1} Ul SOIPSLI9)ORIRYD ULIY OY[} 0} SISLID URISSIY
9} PUNOIe Y03 S, UL 9} UO WINJSI [RULIOUQR o) SUIJR[OI UOISSOI30I 9JRLIBATINUL 97} WO SIUSIOPO0d UOISSaIZI s10dol o[qe) SIYJ,

%G pue 90¢ doj ur 8100s z-UueW )Y YIA\ SWILJ UO SISLI) ueissny jo joedwy oy J, § o[qRL,

38



971 (4545 971 (4545 N

%G"G %1°G %L°G %1°G Py
(1%°0) €000°0 (¥¥°0-) 2000°0- #¥°0) £000°0 (8¢°0-) 2000°0- pR
(6L°0-)  €000°0- (1%°0) 1000°0 (€20-)  €000°0- (¢¥0) 1000°0 Z-unwiyv
(08°0-)  ST1€0°0- (08'T-)  10€0°0- (160-)  8%€0°0- (€22-)  ¥680°0- 1202]
(c0'9) 8CT0°0 (11°2) €F10°0 (¢T%) 0%10°0 (11°9) 9¢10°0 (dvogyue) oy
(L0°2) 6070°0 (60°1) 191070 (9.°2) 88¥0°0 (¥6°1) L2200 (qruu)boy
(L¥'T) 10S0°0- (F0'z-)  81£0°0- Quuu x buzgnadoou
(6£°0) L6000 (19°T-)  $520°0- bugn.adoou
(cee)  ¥850°0- (00¢-)  <SP00- qu x dopyung
(8%°0) €010°0 (¥0°0) ¢000°0 dopyunq
onpea-; 9YeWIISH onyea-1 9YeWI)SH anpea-; 9YeWIISH onyea-1 9YRWI)SH
Z 1°POIN T PPOIN Z 1°POIN T PPOIN
Awrwmp 3uryer J0 UM g [Pued Awrwunp 3urjel JIpaId YA\ Y [oued

"SMOI OMj} jse[ oy} Ul PojIodar oIe SUOIJRAIdS(O JO IOqUNU OU) Pue .37 paysn(py -sjoxpeiq ur pajrodor ore 9oUBLIEA JO OJRUIIISO
PImpues /oA /Ioqny Suisn pendwod so1ysipe)s-) snqoy “(§ 9[qr], Ul POqLIIS|P Se) SSIUIIIOM-)IPaId Jo 940G doj Ul [[e] JRY) SULIY
SOSTL AJUO g [OPOJN Sedloym ‘SUOI}RAIdSJO [[B SUISIL PajewI)so sI [ [OpOoN ‘Axoid o) se Suryeadoou [jim sjmsol oy} sjussaad ¢ [oueJ
pue souspusdep yqueq 10j Axoid ' se depyueq Yim sinsol sjuasold Yy [oURJ SUOISSOISOI [[€ Ul POPNOUL oIv SOP0d D[S SIP oM}
Susn sjoepge pexy Ansnpul’(qgur)3of pue Surjeadoou jo jonpoid oy st qugSuryerdoou ‘(qiur)3of pue depxueq jo jonpoid oty
st qua,depsueq “ejep o) WOIJ SRI( SSOUMOYS SAOWI 0} SUOISSISAI Ul ULIOJsUuRI) SO 9sn PUR 0197z 0} sosuadxo Pzl JO senfea SuIssIUI
198 9\ (D1/9F wap 1w3snduiod+J)bo) Aq ueAld se armjipuadxe juswdO[eAdp PUR [DIRSSAI oY) ST P2 "B}/Saes T + seni[iqer] (8103 /ded
joxIewW .90 + ®Y/ LI «&'¢ + ©) /Surures paurejal i1 + e)/Tejides Sunjiom,g 1 se penduiod SI 2100s Z-URUIJ[R ULIY dY)} JO S)OSSR
[e301 oy} 09 (deo jesjrewr + £3mbs yooq - sjesse [8109) Jo o1per (Jo 80[) oY) ST (qIur)S0] "WLIY JY) JO S}osse [10] o) 0} (1P ULID)-1IOS
pue 1qop WLIL)-3UO] JO WNS) 1gop [R10} JO OIJRI oY} ST IDAS] "SIR[[OP §() JO SUOI[[IW Ul QG-ARJAl JO S® UWLIY oY) JO Uorjeziejided josIeul o) ST
(deogsur) 8o "osIMISTI0 0I9Z pue SUIjel J)) SARY J,USOOP ULIY 91} JI 9UO JO oNJeA o1} SoxR) Je() AWunp ® st Hu1n.Ldoou *9SIMIIY)0 0I9Z
pue J235 £q pajed jou SI UWLI 979 JI SUO JO aN[RA © soxe) Je() Awrwnp st depsueq -o[qeLea juopuadop oy} st 66T1-doS-F 01 R66T-SNY-F1
WOIJ WINJOI JD0)S PIISNIpe [opOUWl JO5IeW S UL "SOIISLI9IORIRYD WLIY JOYJ0 puUR Oljel J00(-03-}oXJetl S, WLIY oY) 0] SISLID URISSIY
oY} PUNOIe Y03 S, UWLIY 9} UO WINJOI [RULIOUQR 973 SUIJR[OI UOISSOII0I 9JRLIBATINUIL 97} WOJJ SIUSIOPO0d UOISSoIZoI s)10dol o[qe) SIyJ,

[BPOIAl O1ey Mqoog-0}-}aIelA - senmuniiodd( yiymoixr) jo joeduwy ayJ, :G 9[qR],

39



971 45145 971 45145 N

%F°G %T°G %9°G %0°G vy
(¢ve) 9%00°0 (16°1) 0£00°0 (T¢L1) L£00°0 (0z2) z€00°0 p2g-L
(18°0-)  €000°0- (6£°0) 1000°0 (¢8°0-)  €000°0- (92°0) 100070 Z-upwig]n
(69°0-) 9000 (8L'T-)  6¥10°0- (66°0-)  ¥900°0- (65'T-)  G€10°0- (qrue)boy
(2¢8°0-)  €eeo0- (2¢81-)  €0€0°0- (€6'0-)  29€0°0- (¢eg)  €100- 1202]
(10°9) LS10°0 (90°L) €710°0 (91°%) I710°0 (ze9) I710°0 (dvogsyw)bo)
(¥¥'c-)  ¥¥00°0- (81°27)  T€000- P23 * buzgpadoou
(29'1-)  ¥520°0- (16'¢-)  91¥0°0- buzgn.adoou
(69'T-) G€00°0- (L¥'2) 9€00°0~ P2y * dopyung
(ceT) Zre0°0- (¥8'1-) 0L10°0- dopyunq
onea-1 9YRWI)SH anpea-; 9YeWIISH ongea-1 9YRWI)SH anpea-; 9YeWIISH
g [PPOIN T PPOIN g [PPOIN T PPOIN
Awrunp 3urjer g0 YUM g [pued Awrunp Jurjer 3IpaId YA\ Y [Purd

"SMOI OM] 1Se[ 93} Ul Pa3I0dal 918 SUOI}RAIdSqO JO IoqUINU 91}
pue 37 pojsnlpy -sjospriq Ul pojrodol oIB 9OUBLIBA JO OJBUINSO (PIAPULS/IIYAN /1oqny Sursn poynduwod sonsie)s-3 3snqoy (¥ o[qel,
Ul POLIDSIP SB) SSAUILIOM-)TPAID JO 040G dO) Ul [[e] JeY) SULIY Sosn ATUO g [9POJN SRIISUM ‘SUOIIRAISSUO [[RB SUISN PIJRUIIIS? ST T [9POI
‘Axoxd oty se Surjeadoou Ym sjnsar o) sjuesord ¢ [purd -eouspusdep yueq I0j Axord e se depiueq yjm symnsal sjuesord y [oued
"STOTSSAISD [[@ UL POPNOUL 818 S9P0D HIS HISIP 0M] SUIS $109j0 poxy A1snpuy pzgd pue suryeadoou jo jonpoid o1y st pzga,Surjerdoou
‘pzya pue depyueq jo jonpoid o) st pzyi,dopyueq “Rjep o) WOIJ SRI( SSOUMONS SAOWAI 0} SUOISSOIFII Ul ULIOJSURI} S0 9SN PUR OI9Z
0} sosuadxo P21 JO sonfeA SUISSIUL 198 9N\ (D1/9F Wt Ivgsnduioo+J )bo) Aq UoAI8 se omjrpuadxe Juotido[oAdp PUR [DILdsdl o1} ST Pz
"B} /sares T + sorqiqer| [ejo)/deo jexprewt L9 + 1/ LIGH &€ + ©) /Sutures paurejal . T + &1 /[eiides Sun{iom,z 1 se panduiod st 91008
zZ-ueuwIjfe ‘uLly o) JO sjosse [e)0) oY) 01 (deo josyrewr + A3mbe Jooq - sjesse [€)07}) Jo oryel (Jo 07) o) ST (qIuI)SOo[ "ULIY OY) JO S)osse
[©307 913 0} (}gop ULId)-)IO0YS PUR }¢op ULID}-SUO] JO WNS) }oP [R0} JO OIYRI 9] ST IDAS] "SIR[[OP S() JO SUOI[[TU Ul G-ARJ\ JO Se WLIY o1[} JO
uoryezireiides jos{rewt o) st (deoysyun)30] OSIMISY0 0I0Z PUR SUIRI J{) 9ARY J USOOD ULIY O1) J1 9UO JO dN[RA 91} Soye) Je() AWWND © ST
Surjeadoou 9SIMILYJ0 0I9Z pur J29S Aq pajel jou ST ULIY oY) JI 9UO JO oN[eA ' soxe) je) Awrwnp e st dopyueq ‘d[qerrea juopuadop a1}
ST 8661-doS-1 01 8661-SNY-fT WOIJ WINJSI ¥203)S Pajsnpe [opouW Jo3IeW S, WL ‘SOIISLISNIRIRYD WL I9Y)0 PUe P2gd 9} 0} SISLID URISSTIY
oY} punoIe }203S SULIY 9} UO UWIN}SI [RULIOU]R 97} SUIJR[oI UOISSOISal 9JRLIBAINNUI 9} WOIJ SHUSIIo0d uorssardal sjrodol a[qe} SIyJ,

[PPOIA @anjipuadxs (Jz3Yy - senymunijiodd( yiymoix) jo joedwy ayJ, :9 9[qrR],

40



688 ¢68 68 179 €79 €79 N

%9°L, %L L %9°L, %8 %L1, %G Py
(8L°0) 12100 (16'0) 1100 (¢60) €¥10°0 (9¢0) 9000 (97°0)  T800°0 (9%°0)  T1800°0 (qru)bog
(12°0-)  6500°0-  (01°0) 0£000-  (0T°0-) 82000~ (09°0-) T1S20°0-  (28°0-) 6£200-  (¥80-) 9FE00- NEREY
(6£€) 8TI00 (61°2) 68000 (1z°'2) 68000 (6L 1) 86000 (LT'T)  0L00°0 (¥2'1)  ¥L00°0 (dvogyw)bo)
(LL'T) L1000 (08°2) 92000 uD3IS
(L¥'€)  91%0°0 (€L'z) 862070 2057
(7€) SI1¥0°0 (8¥7°2) 99200 295UDO]

®5~1®>|M~ @uﬂmgﬁ,mﬂ wﬁﬁm\wuw @uﬁaﬂmm ®5~1®>|M~ @u@gﬁ,mﬂ wﬁﬁm\wuw @uﬁaﬁmm @Sﬂ@w# @Hﬁgﬁ,mﬂ wﬁﬁm\wuw @u@gﬁmm

¢ [PPOIN Z [PPOIN T PPOIN ¢ [PPOIN Z 1PPOIN T [PPOIN
Awump suryer JO YHM g [Pued Awrwunp Surjer IpaId YA [V [oued

"SMOI 0M] 1S€[ 9Y) Ul Po1I0odel o1e SUOI}eAISSqO JO
IOQUINU OU) PUR 37 PAISN[py "S}osxpRIq Ul Pa3Iodol 018 SOURLIBA JO 9JRUIIISO UOIMPURS /OIIYAN /1oqn Suisn pojnduwod sorisIye)s-j Jsnqoyy
“Axoxd o) se Surjyerdoou M s3nsal o) sjyuesald g oueJ pue souopuadop yur(q 10} £x01d & se depiueq UM snsal sjuosold y [oued
"UOISSOIZ0 1) Ul POPN[OUL oIR SOP0D DS IISIP 0M) SUISN §100]J0 PoXy AIISNpu] "ULIY o1} JO sjosse [e10} oY) 0} (ded josjrewr + A)mboe yooq
- sjosse [B107) JO o1jel (Jo So[) oY) ST (qJur)30[ "ULIY oY) JO S)OSSk [©10] o) 0} (1gop WLID}-1IOYS PUR }(op ULID)-SUO[ JO WNS) 1qop [e}0)
JO O1yRI 9Y) SI I9AS] 'SIR[[OP §[) JO SUOI[[IWI Ul {G-ARJ JO se WLy oY) Jo uoryezifejides joyrewr oy st (deogyur)3or “((yuowdmbe pue
Ayredoxd “yurerd jou oty Aq perxoid se) sjosse o[qI3uR) S ULIY O AQ POPIAIP POINDdS dIv JRI} SURO[ S,ULIY JO JUNOWR d)-T) SI UR)I9S
‘(sueo[ SUIpuR)SINO S WY JO JUNOWR [R)0) A PIPIAIP POINDSS dIR JRY) SURO[ S ULIY JO JUNOWR SY)-T) SI dasjuae - (oseqriep UROS[RIP
9T} Ul SURO[ SUIPURISINO S ULIY JO IOQUINU [R)0) A] POPIAIP POINDSS oIk ey} SURO[ S ULIY JO IOQUINU-T) SI I9SURO[ ‘OSIMIOY)0 OI9Z PU®
suryel J0) 9ARY ) USOOP WLIY O} JI 9UO JO oN[eA dY) soyer) jey) Awmwnp e st Jurjeddoou -osSIMIOYIO0 0IdZ pur J29S A( pojel j0u SI
WLIg QYY) JI 9UO JO onfeA ® soxe) jey) Awwnp e st depsueq -o[qerres juspusdop oyl ST R66T-dog-F 01 {G6T-SNY-F WO WINIOI YO09S
poisnlpe [opown joxIewW S, LI ‘9Se(RIe(] URIS[RI(] UO 9FRIOA0D M SULIY juspusdep-yurq 03 PojoLIsar st ojdures oy, "SISLIO URISSIY
1) SuLmMp UOI}ORSI JoyIRWL ¥D0)s o) U0 (A}I[Iqe[resr [eIojR[[0d A( paInseswl se) AJ[IqIXe[ [erdueuy jo joedul oY) sozA[eur a[qe) SIY T,

[e199e[[0)) AN[IqIXS[] [erouRUl] Jo joeduw] :) 9[qR],

41



16T€ 90¢€ 16T€ 90¢€ N

%€ %T'E %€ %T'E 2y
(80'T-) 90000~ (2T'1-)  2000°0- pzg-t
(67'1) 90000 (8%'T) 90000 Z-UDUL)D
(L6°1-) LLTO0- (L0°2) 8910°0- (62°1°) 2910°0- (26'1-) 86100~ (qruw)boy
(ceer) 2950°0- (69°¢-) L250°0- (1¢°¢-) 9190°0~ (08°¢-) 0290°0~ 1209]
(¢8'9) 9%10°0 (Lo°L) GH10°0 (FL9) vE€10°0 (80'9) LETO0 (dvogyuu)boy
(€€0-)  €£00°0- (19°0-) 090070~ buayv.adoou
(zg'1-) eT10°0- ¥0°1-) 76000~ dapyunq

wﬁﬁm\rnw @p@EEmm @Sﬂm\w# @pﬂmaﬁ.wm @Sﬁm\rnw @pﬁaﬁmm ®5ﬂ®>|w @pﬂwaﬂwm

Awwmp Suryer J0) UM g [Pued Awrwunp Surjel JIpoId YA\ Y [oued

"'SMOI OM) JSe[ 9} Ul
Po3I0dol oI8 SUOIIBAISSO JO IOQUINU U} PUR L3 PRISNIpy 's3o3ydeIq Ul Po3Iodol 018 0OURLIBA JO OJRUIIISO UOIMPURS/OIYAL /Toqny Sursn
pojnduos sorgsijels-} 4snqoy] Axoxd o) se Surjeadoou [irm synsar o) sjuesald ¢ [purd pue souspuadep yurq 10j £xo1d e se depyueq
M synsal sjuesold y [puRg UOISSOIFOI 91} UT POPN[IUL 9I8 SOPOD IS ISP 0M) SUISTL §100]Jo POXY AIJSNPU] "RIRP 9Y) WOIJ SRI( SSOUMONS
9AOIDI 0} SUOISSOIZOI Ul ULIOJSURI) S0 ST PUR 0IoZ 0} sosuadxo P2yl JO son[es SUISSIU 39S oA\ (D1/9F wagr vgsnduiod+ )bo) Aq uoAl3
se amjrpuadxe Juewrdo[eAdp pu®R [DIRIsal 9T} ST Pzgd “B1/sa[es T + sen[iqer] [ej0)/deo jaxrewt .90 + ®1/LIGH «&'¢ + ©) /Surires
paurejal . jT + ®y/[eydes Suryiom,g T se penduiod SI 9100 z-URWII[e WLIY 3] JO sjasse [v10} ay) 0} (ded jeqremw+A)mba jooq-sjasse
[©301) Jo orjer (jo 301) oy st (qur)8o[ WL oY) JO Sosse [R10] o) 0} (1Gop WLIP}-1LIOYS PUR }gop WLIL}-3UO[ JO WNS) 1Gap [RI0) JO OIjRl
9T} ST I9AS[ "SIR[[OD §[) JO SUOI[[IW Ul RG-ARJN JO sk wiIy oY) Jo uorpezifejides jos[rewt o) ST (deo)yur)S0] "oSIMISYI0 OIoZ pur SuIjel
dD eARY 1, USSOD WLIY 9} JI 9UO JO dn[eA o) soyr) Jey) Awwnp © st 3urjeadoou “d9SIMISYI0 01z pur J295 A Pojel jou SI Wiy oY) Ji
QUO JO onpeA ® soyr) jey) Awwnp e st depyueq -s[qerrea juspusadop oyl ST G6T-12°0-6T 03 8661-12()-C WOIJ WINJSI Y0018 pajsnlpe ppowr
JoxIeW S WL "{GGT ‘19C030() JO SISLIO J0) 9} SULINP WINJOI JOYIRW-YO0)S SULIY oY) SUIZATeuR S)NSOI UOISSAIZI o) sqjuasald a[qe) SIy T,
8661 ‘19q012() JO SISLI) a3 Iewl J)) 9UJ SULIN(] SUINIoy :{ 9[qrR],

42



VLIE 10¢c€ N

%091 %10°0 Ay
(6£'1-) €0000- (98°0-) 20000- P-4
(¥¥'0-) 10000-  (ST°0)  T0O000 Z-upwig)n
(#8'1-) 68000~  (3T°0-) 90000~ (qrue)boy
(€2°0)  €L000  (S6°0-) 80100~ 1202]
(gr¥) 85000  (P1°0) 20000 (dpogyw)bo)
(¢zz) @e100  (09°T) 280070 dopsjung

g pued V [Pued

oll[eA-7 O)BUISH olfeA-7 9)eWIISH

"SMOI 0M] ISE[ 9} Ul PajIodor oIe SUOIIRAIISCO JO IDQUINU dY) pue 37 pajsnlpy
"sye3ORIq UT PajIodal aIe 90URILIRA JO 9JRIUIISS UDIMPUES /9T A /Ioqn] Suisn pajnduiod so1ys1ie)s-1 1SNqoy ‘8661 ‘GT 1090190 0] { [PUueJ Sealoym ‘Gg
Joquidydag wo Jurjeow oY) I0J SHNSaI sjuesald Y [oURJ UOISSAISI 91} Ul POPN[OUL oI SOP0d D[S HSIP 0M]) SUISN $109[0 Paxy AISnpuy “ejep o) WOolJ
SIQ SSOUMOS DAOWIDI 0) SUOISSOIZOI UI ULIOJSURI) 507 oSN pur 019z 0} sosuadxo P2yl JO son[ea SUISSIUI 19S oA\ (D3/9F wagr 0isndwiod+)bo) Aq UoAIS
se omjpuadxo juetdo[oAdp pueR YDIeSaI oY) ST Pzgd “B1/sofes , ] + somI[iqer] [ejoy/ded josfrewt .90 + ©1/LIGH &€ + B /Surures pourejor ,j'1 +
'] /Teqides SUIoM, g T se pondwod SI 91008 Z-URW)[e ULIY oY) JO S3osse @10} o) 0} (deo joxrewr+A)3mbe yooq-sjosse [8409) Jo oljel (Jo S0[) o1} St
(qqur)Sor urIy o1} JO s1OSS® [©103 91} 0} (1OP ULIS-LIOYS PUR 1opP ULIDY-SUO[ JO WINS) 1qoP [€}0} JO OTYRI ) ST ISASD] "SIR[[OP G[) JO SUOI[[IUI UT {G-ARIN
Jo se Iy oY) jo uoryezirejides jexreur o) st (desyyur)8o] "ostMIaN)0 oIz pue J2pG Aq pajel j0U SI WLIY Y[} JT 9UO JO aNfeA & oY) JRY) ATUUWIND © SI
dops[ueq -oyep Suryest o) 03 spuodsoriod () Aep oIdTMm ‘d[qrLIeA juapuadop o1} ST mopurm Aep (()‘T-) Ul WINJOI D09s PIjsNipe [9pOu Jos[IeUI S ULIT ]
"Q66T ‘GT 1090100 pPuR g Ioquuojdeg Jo sSurjeett DN 0} SULINP WINJOI N IRW-YI0)s SULIY oY) SUIZA[RUR S)NSOI UOISSOIFI 91} sjuasald o[qe) Sy T,

866T ‘I[ed Ul SSUIjedIAl DINOJ oY} SuLm( suInjey :6 o[yl

43



eyvee eree zaee eree eree zaee N
(8L°0-)  €000°0- (L8°0-)  ¥000°0- Pzt
(¥9°0) 20000 (0L0) 20000 (2¢e'0) 20000 (69°0) 20000 Z-UDWYD
(¢8'1-) 1€1000- (F2T) 67100-  (ST2) L€10°0-  (8S0-) SP00'0-  (16°0-) 99000  (0L°0-) 0S00°0- (qrue)boy
(68°1-) L620°0-  (92°1-) 08200~ (50c) o01€00- (09°G) 81700~  (07'G) 86£0°0-  (L9°G) 6100~ 1202]
(¥8¥) <go100  (€0°¢) 80100 (28'9) ertoo  (002)  €900°0 (€12) L9000 (12°2)  8900°0 (dpogyue)bo)
(90°¢-) 6L1T°0-  (S0°¢-) 8LIT0-  (00°G-) L¥ITO- bugpadoou

(€0'7-) €880°0-  (00%-) 2L.80°0-  (L0F-) 69800~ dopyunq

onjes-7 9jRWIISH  ON[RA-]7 O)RWII)SH  ON[RA-] OJRWII)SH  ON[RA-]7 OJRWIIISH  ON[RA-] O)RWIISH  ON[eA-7 d)RWIISH
€ [PPOIN ¢ [PPOIN 1 [°POIN ¢ PPOIN ¢ [PPOIN 1 [°POIN
Awrump Suryer JO YHM g [Poued Awrunp SurjeI JIpaId YA\ Y [oued

"SMOI 0M] ISE[ 9} UT PajIodor oIe SUOIIRAIISCO JO IOQUINU 9} PUR 37 PIjsn(py "sjoxpeiq ur pajrodor are soueLIeA
JO 9)RTIISO OIMPURS /oA /I10qn ] Sutsn pojnduiod so13s1pe)s-1 4snqoy "Axoid o) se Suryerdoou pojyesr) Yiim s)mMsal o) sjusord ¢ [oueJ sealoym
‘oouspuadop yueq 10j Axold ' se deopiueq pojedl} YIM SHNSAI sjussald Y [ouRJ UOISSAISI 1) Ul POPN[OUI oI SOpP0d HIS NSIp omj Sulsn S}
Poxy AIISnpu] “BYRp 9Y) WIOIJ SRIC SSOUMONS AOUISI 0 SUOISSIISOI Ul ULIOJsURI} S0 9sn pue oIz 0} sesuadxe P2yl Jo sonfea SurssTur 39S oA\ (P1/9F
war I3snduwod+ 1 )bo) Aq WoAIS se aangpuadxe juetudo[essp pue YoIrased o) ST Pzgd "Bl/safes T + seniqer] [e101/des joqrewt ,9'() + ©1/LIdH &€
+ ©) /Surures pourejold T + ©j/Tesided SUR{Iom,g T s ponduwod ST 0100 Z-UR[e "WLIY o1} JO sjosse [e10) o) 07 (deo joyremwi+A3mbo yooq-sjosse
[®301) Jo oryel (jo Sof) oy st (qgur)So] WL o1} JO §19sse [RI0] 91} 0} (1P ULID}-LIOYS PUR 1P ULI}-SUO[ JO WNS) }qop [BI0 JO Oljel d) SI J9AI]
"SIR[[OP G[) JO SUOI[[IW Ul §G-ARJ JO Sk WL oY) Jo uorjezipeyides joxrewr o st (deo)s{ur)30] 9sIMILI0 0197 Pue SUIPRl J0) dARY ), USSOD ULIY O}
JI 9UO JO onyeA o) soxe) Jey) Awwnp e st Suryerdoou "osSIMIOY)O OIdZ puR J295 A( POJRI JOU ST ULIY o) JI dUO JO oN[RA ® So¥R} Je(} Awwnp ® S
dopyueq -o3e)s puooes ur o[qrLIeA juepuadop o) SI 866T-doG-F 03 RGET-SNY-F WOI WINDI JO0)S PaISn(pe [opou JoxIeUW S, ULI] “A}[I}R[OA 1OSSe
pue sofes 0} asuadxo SUISI)IOAPR ‘OIjel jasse o[qrsue) ‘urdrewr A}qiqeigord ‘STead 9oy} Ue(} IOSUNOA SuLly I0] Awrwnp ® ‘uorjezijeirded joxrew ‘oge
uLIy Jo 80[ ‘sepod DHIS ISIP-¢ owes 1) Ul SULIY pojel Jo oFejuodiod ‘Sumsiy FSAN ‘00¢ J29S 03 digsioquowt o1e (Surjel J0) I0 Suljel ULIO}-3UO] o)
I9T}10 JO ddUdsqe Aq porxold se) souspuadop ueq I0J 11OIJ 9 Ul PIsN SA[(RLIRA O], "UOISSOIZ0I 1101 93®)s 18I ) I0] SO[eLIeA o1} SUIIIA[0s Ul
(g007) uesiageg pue Iepusxne] mo[o] ap\ ((£007) @8pLijoop pue (£861) BIRPPRIN 998) SO 98®)S PU0DSS dY) UI PISN ST UOISSAISI ST} WOIJ pIezey
o)) pue peurioyrad st s[qerrea juepuadap o1} sk (Surgerdoou 10) depsueq (M UOISSeISaI 11qoId ® ‘ISI[ “SOIPSLI9IORIRYD A0y SII O} SISLID URISSIIY

9} punoIe WINJSI [RULIOUJR S, ULIY oY) SUIR[oI [OPOUI UOISSOISI 00]jo-Justijeal) a8e)s PUOIdS o1} WIOIJ SHULIIYJO0d UOISSaIZal sq1odol o[qe) SIYJ,

oouapuada(] queq J10J S)09J JUSUWIJEDI], - SSoUISNqoy (T 9[qe],

44



